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Abstract

Previous work on mining transactional database has fo-
cused primarily on mining frequent itemsets, association
rules, and sequential patterns. However, interesting rela-
tionships between customers and items, especially their
evolution with time, have not been studied thoroughly. In
this paper, we propose a Gaussian transformation-based re-
gression model that captures time-variant relationships be-
tween customers and products. Moreover, since it is inter-
esting to discover such relationships in a multi-dimensional
space, an efficient method has been developed to compute
multi-dimensional aggregates of such curves in a data cube
environment. Our experimental results have demonstrated
the promise of the approach.

1. Introduction

Previous studies such as association mining [2] or se-
quential pattern mining [3] on transaction databases have
been focused primarily onitem-item relationships. How-
ever, many businesses may like to find interestingcustomer-
product relationships, especially their evolution with time.
Such analysis, though related with time, has some funda-
mental differences from time-series analysis [1]: (1) trans-
actions are often irregular and sparse, and (2) they carry
different semantic meaning. In addition, it is highly desir-
able to analyze such time-variant transaction data in a multi-
dimensional space in an OLAP manner [5].

To perform a systematic analysis at mining such relation-
ships, we propose a Gaussian transformation-based regres-
sion analysis framework,Gaure, for analyzing transaction
databases.Gaure preserves the semantics of time-variant
transactions, integrates transaction analysis and time-series
analysis methods, and facilitates multi-dimensional trend
analysis of transaction-series.
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2. Gaure: Gaussian Transformation Based
Regression

The input to the problem is atransaction seriesdatabase,
T , consisting of three dimensions: (1) customer, (2) item,
and (3) a sequence oftransaction unitsthat correspond
to transactions between customer and item. For each cus-
tomer and item pair, (ci, ij), there is a sequence of trans-
action units:〈(t0,m0), (t1,m1), . . . , (tk,mk)〉, whereml

is its measure at timetl. One could view each sequence as
time series data and perform traditional regression to mineit
[6]. However, there are several problems with this approach.

First, typical time series data have measures taken at reg-
ular intervals. In contrast, measures in transaction databases
occur irregularly. Second, in traditional regression, thein-
terested function is assumed to be stable in between sam-
ples. In transactions, the measure is semantically zero be-
tween transactions, and this zero value actually affects the
mining. Third, transactions might be very sparse in time.
The impoverished nature of the data does not lend well
to typical regression. Fourth, small transactions that occur
closely in time are equally interesting as one big transaction.
To resolve these problems but yet still leverage the meth-
ods developed in statistics, we introduce a novel method
calledGaure: Gaussian Transformation Based Regression.
The method has two major steps: Gaussian transformation
and regression.

Gaussian Transformation: The transformation pro-
ceeds as follows. For every(ti,mi) transaction unit, cre-
ate a Gaussian distribution function with a mean ofti
and variance ofσ2. mi will be used as a scalar mul-
tiplier on the function. Formally, for every(ti,mi),
create a function off(t) = mi
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call that each row inT contains a sequence of transaction
units. For each such sequence, add the set off(t)’s to-
gether, and we get the following functiongci,ij

(t) for every
(ci, ij) row in T . Equation (1) is the Gaussian Transforma-
tion Function (GTF).
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Regression: The GTF transforms and smoothes the dis-
crete transaction data into a numerical function. Unfortu-
nately, it is cumbersome to keep all the parameters of Equa-
tion (1) for every row inT . To ameliorate this, we sample
the GTF in its Equation (1) at various points and use them
to find the least squares fitting polynomial. This new func-
tion will be known as the Gaussian Transformed Regression
Function (GTRF).

The GTRF preserves the timings of the transactions and
enhances the desired transaction semantics. The semantics
are enhanced through the additive nature of GTF. When sev-
eral transactions occur close in time, their individual Gaus-
sian functions will sum to a bigger function. This effect is
actually appropriate for the shopping pattern semantics. The
GTF and GTRF will reveal these sorts of patterns while tra-
ditional regression based on the original points will miss
them entirely. We show a concrete example to illustrate the
argument. In Figure 1, the original sequence of shopping
transactions with their measures are shown as points. In
terms of shopping patterns, the small purchases at around
20 are just as interesting as the bigger ones. In the same fig-
ure, the curve shows the resultant GTF usingσ = 2. As
one can see, the small purchases added up to a hump big-
ger than the earlier ones.
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Figure 1. Transaction points, GTF, regres-
sion functions, and GTRF with 3rd order
polynomial.

Figure 1 also shows 3rd order polynomial fitting func-
tions of the transaction sequence. The “Regression Poly-
nomial” shows a function that is fitted on the 10 data
points alone. The “GTRF Polynomial” shows a 3rd or-
der polynomial fitted using 20 evaluations of the GTF at
x = {2, 3, . . . , 20, 21}. The “Non-zero Polynomial” did its
job of fitting the original data perfectly but missed the se-

mantics. On the other hand, “GTRF Polynomial”, did a very
good job of representing the data and its semantics.

3. Multi-Dimensional Analysis

Multi-dimensional analysis can be performed efficiently
on the Gaussian-based transformation and regression. This
is accomplished by constructing a data cube using the
coefficients of the GTRF polynomial. Recall that a data
cube consists of all possible group-by’s across all dimen-
sions. Theorem 3.1 shows how to compute these aggregated
group-by’s. Furthermore, it implies for any cell in the data
cube, its GTRF polynomial coefficients derived by theSUM
operator from its descendent cells are exactly the same as
the ones derived by a least squares solver if given the origi-
nal data [4]. Thus, in the least squares sense, all cells in the
data cube have the minimum error.

Theorem 3.1 (GTRF Aggregation) Let there bem cells
(c1, c2, . . . , cm) from the regression coefficient data cube
with their respectivek-th order GTRF coefficient vectors
(a1, a2, . . . , am). Thek-th order GTRF of them cells’ ag-
gregate cell has coefficient vectoraA =

∑m
i=1 ai.

4. Conclusions

In this paper, we have presented a new framework to
model transaction data that uncovers temporal customer-
item relationships in a multi-dimensional space. To prop-
erly mine these patterns, we introduced a novel approach
Gaure that applies Gaussian transformation-based regres-
sion to model transaction data evolving with time. The se-
mantics of the evolution of shopping transactions are en-
hanced. Furthermore, the method facilitates efficient data
cube-like aggregations in multi-dimensional space.
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